An algebraic approach to subframe logics. Intuitionistic case

Guram Bezhanishvili\textsuperscript{a,∗}, Silvio Ghilardi\textsuperscript{b}

\textsuperscript{a} Department of Mathematical Sciences, New Mexico State University, Las Cruces, NM 88003-0001, USA
\textsuperscript{b} Dipartimento di Scienze dell’Informazione, Università degli Studi, Via Comelico 39, 20135 Milano, Italy

Received 27 May 2005; received in revised form 17 July 2006; accepted 18 April 2007
Available online 21 April 2007
Communicated by S.N. Artemov

Abstract

We develop duality between nuclei on Heyting algebras and certain binary relations on Heyting spaces. We show that these binary relations are in 1–1 correspondence with subframes of Heyting spaces. We introduce the notions of nuclear and dense nuclear varieties of Heyting algebras, and prove that a variety of Heyting algebras is nuclear iff it is a subframe variety, and that it is dense nuclear iff it is a cofinal subframe variety. We give an alternative proof that every (cofinal) subframe variety of Heyting algebras is generated by its finite members.
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1. Introduction

It was shown by Diego [8] that the variety of Hilbert algebras is locally finite. Using this result McKay [20] showed that every superintuitionistic logic axiomatizable by \((⊥, ∧, →)\)-formulas has the finite model property (fmp, for short). On the other hand, it follows from Zakharyaschev [25,26] (see also [7]) that a superintuitionistic logic \(L\) is axiomatizable by \(→\)-formulas iff \(L\) is axiomatizable by \((∧, →)\)-formulas iff \(L\) is a subframe logic, and that \(L\) is axiomatizable by \((⊥, ∧, →)\)-formulas iff \(L\) is a cofinal subframe logic. Consequently, every cofinal subframe superintuitionistic logic has the fmp. In the modal case, Fine [11] proved that every subframe logic over \(K4\) has the fmp, and Zakharyaschev [26] extended Fine’s result by showing that every cofinal subframe logic over \(K4\) has the fmp. That there exist subframe logics over \(K\) without the fmp, and even incomplete, was shown by Wolter [23].

Most of the results mentioned above were obtained using model-theoretic tools. The aim of this paper is to give an algebraic insight into subframe logics. Our main tools will be nuclei, also known as local operators, which play a central role in topos theory (see, e.g., a comprehensive textbook [17]). Nuclei have also been studied from a lattice-theoretic point of view, both in connection with locale theory (see, e.g., [16,15]), as well as operators on Heyting algebras [3,19,13,4,5,12].

In this paper we connect nuclei on Heyting algebras with subframes of Heyting spaces by first developing duality between nuclei on Heyting algebras and certain binary relations on Heyting spaces, and then establishing that these
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binary relations are in 1–1 correspondence with subframes of Heyting spaces. We introduce the notions of nuclear and dense nuclear varieties of Heyting algebras, and prove that a variety of Heyting algebras is nuclear iff it is a subframe variety, and that it is dense nuclear iff it is a cofinal subframe variety. We also give an alternative proof that every (cofinal) subframe variety of Heyting algebras is generated by its finite members.

Our approach extends to the case of (cofinal) subframe varieties of $K4$-algebras, but since the extension requires further non-trivial insight, it will form the subject of another paper.

The paper is organized as follows. In Section 2 we recall basics of the duality between Heyting algebras and Heyting spaces, as well as the notion of a subframe of a Heyting space. In Section 3 we recall the definition and basic facts about nuclei, and define nuclear and dense nuclear varieties of Heyting algebras. In Section 4 we develop duality between nuclei on Heyting algebras and certain binary relations on Heyting spaces. In Section 5 we connect the binary relations on Heyting spaces with subframes of Heyting spaces, thus obtaining a 1–1 correspondence between nuclei on Heyting algebras and subframes of their dual spaces. As a result, we obtain that a variety of Heyting algebras is nuclear iff it is a subframe variety, and that it is dense nuclear iff it is a cofinal subframe variety. In Section 6 we obtain rather simple dual proofs of several useful results about the lattice of nuclei of a given Heyting algebra. In Section 7 we prove that every (dense) nuclear variety is generated by its finite members, which gives an alternative proof of the known fact that every (cofinal) subframe variety is generated by its finite members. Finally, in Section 8 we give an alternative proof of the axiomatization of subframe and cofinal subframe varieties by $(\land, \to)$-identities and $(\bot, \land, \to)$-identities, respectively.

2. Subframe varieties

We recall that a meet semilattice is a commutative idempotent semigroup $(S, \cdot)$. For a given meet semilattice $(S, \cdot)$, we denote $\cdot$ by $\land$, and define a partial order $\leq$ on $S$ by $a \leq b$ iff $a = a \land b$. Then $a \land b$ becomes the greatest lower bound of $\{a, b\}$ and $(S, \land)$ can be characterized as a partially ordered set $(S, \leq)$ such that every finite subset of $S$ has a greatest lower bound. Below we will be interested in meet semilattices with the greatest element $T$, i.e., in commutative idempotent monoids $(M, \land, T)$. Let $\mathbb{M}$ denote the category of meet semilattices with $T$ and meet semilattice homomorphisms preserving $T$; that is $\mathbb{M}$ is the category of commutative idempotent monoids and monoid homomorphisms. We recall that $M \in \mathbb{M}$ is called an implicative semilattice if for every $a \in M$ the order-preserving map $a \land (-) : M \to M$ has a right adjoint, denoted by $a \to (-)$. If in addition $M$ is a bounded lattice, then $M$ is called a Heyting algebra.

We observe that every Heyting algebra is a distributive lattice since $a \land (-)$, as a left adjoint to $a \to (-)$, preserves all existing right limits. Let $\mathbb{HA}$ denote the category of Heyting algebras and Heyting algebra homomorphisms.

In order to describe the dual category of $\mathbb{HA}$ we recall that a topological space $X$ is a Stone space if $X$ is compact, Hausdorff, and 0-dimensional. We call a subset $A$ of $X$ clopen if it is closed and open. Let $\mathcal{CO}(X)$ denote the set of all clopens of $X$. For a partial order $\leq$ on $X$ and $A \subseteq X$ let

$$\uparrow A = \{x \in X : \exists a \in A \text{ with } a \leq x\}$$

and

$$\downarrow A = \{x \in X : \exists a \in A \text{ with } x \leq a\}.$$ 

We call $A$ an upset of $X$ if $A = \uparrow A$, and a downset of $X$ if $A = \downarrow A$. We call $X$ a Heyting space if $X$ is a Stone space and $\leq$ is a partial order on $X$ such that (i) $\uparrow x$ is closed for each $x \in X$ and (ii) $A \in \mathcal{CO}(X)$ implies $\downarrow A \in \mathcal{CO}(X)$. For two Heyting spaces $X$ and $Y$, a map $f : X \to Y$ is called a Heyting space morphism if $f$ is a continuous $p$-morphism; that is $f$ is continuous, order-preserving, and $f(x) \leq y$ implies there exists $z$ with $x \leq z$ and $f(z) = y$. Let $\mathbb{HS}$ denote the category of Heyting spaces and Heyting space morphisms.

**Theorem 1** ([9, P. 149, Thm. 3]). $\mathbb{HA}$ is dually equivalent to $\mathbb{HS}$.

**Proof** (Sketch). For $A \in \mathbb{HA}$ let $A_*$ denote the set of prime filters of $A$ ordered by inclusion. For $a \in A$ let $\varphi(a) = \{x \in A_* : a \in x\}$. We define topology on $A_*$ by letting $\{\varphi(a), -\varphi(a)\}_{a \in A}$ be a basis, where we denote by $-\varphi(a)$ the set-theoretic complement of $\varphi(a)$ in $A_*$. For $h \in \text{Hom}(A, B)$ we define $h_* : B_* \to A_*$ by $h_*(x) = h^{-1}(x)$. Then $A_* \in \mathbb{HS}$, $h_* \in \text{Hom}(B_*, A_*)$, and $(-)_* : \mathbb{HA} \to \mathbb{HS}$ is a well-defined contravariant functor. For $X \in \mathbb{HS}$ let $X^*$ denote the set of clopen upsets of $X$. For $U, V \in X^*$ let $U \to V = -\downarrow (U - V)$. Then $X^* \in \mathbb{HA}$. Also, for
Suppose $X$ is a Heyting space. A subspace $Y$ of $X$ is a subframe of $X$ iff $Y$ is a closed subspace of $X$ and that every clopen subspace of a Heyting space is a subframe of $X$. Let $i$ denote the partial identity map from $X$ to $Y$ and let $A \in \mathcal{C}(Y)$. Because $Y$ is a Heyting space, $\downarrow A \cap Y$ is a clopen downset of $Y$. Moreover, $\downarrow A = \downarrow (\downarrow A \cap Y)$. So $\downarrow A = \downarrow (\downarrow A \cap Y)$ and $\downarrow i^{-1}(A) \in \mathcal{C}(X)$, as $i$ is a subreduction.

Now suppose that $Y$ is a closed subspace of $X$ and $A \in \mathcal{C}(Y)$ implies $\downarrow A \in \mathcal{C}(X)$. Then $Y$ with the subspace topology is a Stone space. Moreover, if $\leq_Y$ denotes the restriction of $\leq_X$ to $Y$, then $\uparrow_Y = \uparrow_Y \cap Y$ is closed in $Y$, and $A \in \mathcal{C}(Y)$ implies that $\downarrow A = \downarrow A \cap Y \in \mathcal{C}(Y)$, as $\downarrow A \in \mathcal{C}(X)$. Thus, $Y$ is a Heyting space. Moreover, for a clopen downset $A$ of $Y$ we have $\downarrow i^{-1}(A) = \downarrow A$, which is a clopen downset of $X$. Therefore, $Y$ is a subframe of $X$. □

**Remark 3.** It is an immediate consequence of Lemma 2 that every clopen subspace of a Heyting space $X$ is a subframe of $X$. However, there exist subframes of $X$ that are not clopen. Let $X$ be the ordinal $\omega + 1$ with its usual order and topology (see Fig. 1(a)). Then $X$ is a Heyting space and $Y = \{\omega\}$ is a non-clopen subframe of $X$. We also note that if $Y$ is a subframe of $X$, then $Y$ is a Heyting space, but that not every closed subspace of $X$ that is a Heyting space is a subframe of $X$. Let $X$ be the dual of the ordinal $\omega + 1$ (see Fig. 1(b)). Then $Y = \{\omega\}$ is a closed subspace of $X$ that trivially is a Heyting space, but $Y$ is not a subframe of $X$ because $Y$ is clopen in $Y$, but $\downarrow Y = \{\omega\}$ is not open in $X$. In fact, there even exist closed subspaces of $X$ that are not Heyting spaces. Let $X$ be the space shown in Fig. 1(c). Then $X$ is the union of two disjoint copies of the dual of the ordinal $\omega + 1$, and the order on $X$ is defined as shown in Fig. 1(c). So $X$ is a Heyting space, $Y = \{\omega, 0', 1', 2', \ldots, \omega'\}$ is a closed subspace of $X$, but $Y$ is not a Heyting space because $\{\omega\}$ is a clopen subset of $Y$, but $\downarrow \{\omega\} = \{\omega, \omega'\}$ is not open in $Y$.

Let $X$ be a Heyting space and $Y \subseteq X$. We say that $x \in Y$ is a maximal point of $Y$ if $x \leq y$ implies $x = y$ for each $y \in Y$. Let $\text{max} Y$ denote the set of all maximal points of $Y$. It follows from [10, P. 54, Thm. 2.1] that if $Y$ is a closed subset of $X$, then for each $x \in Y$ there exists $y \in \text{max} Y$ such that $x \leq y$. 

---

**Fig. 1.**

\[
\begin{array}{c|c|c}
\downarrow & \omega & \downarrow \\
\hline
0 & 0 & 0' \\
1 & 1 & 1' \\
2 & 2 & 2' \\
\hline
\end{array}
\]

\[
\begin{array}{c|c|c}
\downarrow & \omega & \downarrow \\
\hline
0 & 0 & 0' \\
1 & 1 & 1' \\
2 & 2 & 2' \\
\hline
\end{array}
\]

\[
\begin{array}{c|c|c}
\downarrow & \omega & \downarrow \\
\hline
0 & 0 & 0' \\
1 & 1 & 1' \\
2 & 2 & 2' \\
\hline
\end{array}
\]

---
Following [7, P. 295], we call a subframe \( Y \) of a Heyting space \( X \) cofinal if \( \uparrow Y \subseteq \downarrow Y \). It is obvious that \( Y \) is a cofinal subframe of \( X \) iff \( \max(\uparrow Y) \subseteq Y \).

**Definition 4.** Suppose \( \mathcal{V} \) is a variety of Heyting algebras.

(i) \( \mathcal{V} \) is called a subframe variety if \( A \in \mathcal{V} \) and \( X \) a subframe of \( A \) imply that \( X^* \in \mathcal{V} \).

(ii) \( \mathcal{V} \) is called a cofinal subframe variety if \( A \in \mathcal{V} \) and \( X \) a cofinal subframe of \( A \) imply that \( X^* \in \mathcal{V} \).

It is obvious that if \( \mathcal{V} \) is a subframe variety, then it is a cofinal subframe variety. The converse, however, is not true in general as is witnessed, e.g., by \( \mathcal{HA} + (\neg a \lor \neg \neg a = \top) \).

Indeed, it follows from [7, P. 317] that \( \mathcal{HA} + (\neg a \lor \neg \neg a = \top) \) is a cofinal subframe variety. To see that \( \mathcal{HA} + (\neg a \lor \neg \neg a = \top) \) is not a subframe variety observe that the Heyting algebra \( A \) shown in Fig. 2 belongs to \( \mathcal{HA} + (\neg a \lor \neg \neg a = \top) \), that \( Y \) is a subframe of \( A^* \), but that the Heyting algebra \( Y^* \) does not belong to \( \mathcal{HA} + (\neg a \lor \neg \neg a = \top) \).

### 3. Nuclear varieties

Suppose \( M \in \mathcal{M} \). We recall that a nucleus on \( M \) is a unary operator \( j : M \to M \) satisfying the following conditions:

(i) \( a \leq j(a) \);

(ii) \( j(j(a)) \leq j(a) \);

(iii) \( j(a \land b) = j(a) \land j(b) \).

If in addition \( M \) has the least element \( \bot \), then a nucleus \( j : M \to M \) is called dense if \( j(\bot) = \bot \). Note that if \( j \) is dense, then

\[
j(\neg j(\bot)) = j(\neg \bot) = j(\top) = \top.
\]

**Definition 5.** We call a nucleus \( j \) on \( M \) locally dense if \( j(\neg j(\bot)) = \top \).

Clearly every dense nucleus is locally dense. To see an example of a locally dense nucleus that is not dense, let \( A \) be the Heyting algebra shown in Fig. 3. Define \( j \) on \( A \) by \( j(\bot) = j(a) = a \) and \( j(b) = j(a \lor b) = j(\top) = \top \). It is routine to verify that \( j \) is a nucleus. Moreover, \( j(\bot) \neq \bot \), so \( j \) is not dense, but \( j(\neg j(\bot)) = j(\neg a) = j(b) = \top \), so \( j \) is locally dense.

For \( M \in \mathcal{M} \) and a nucleus \( j \) on \( M \) let \( M_j = \{ j(a) \mid a \in M \} \). Then it is easy to see that \( M_j = \{ a \mid j(a) = a \} \), and that \( M_j \) is a submonoid of \( M \).
Localizations for left exact categories have been extensively studied (see, e.g., [6] for connections to factorization systems); in our simple context, a localization of a monoid \( M \) is a triple \((L, i, l)\), where \( L \) is a submonoid of \( M \) and the inclusion \( i : L \hookrightarrow M \) has a left exact left adjoint \( l : M \to L \); that is \( l \in \text{Hom}(M, L) \) and for every \( a \in M \) and \( b \in L \) we have \( l(a) \leq b \) iff \( a \leq i(b) \). Observe that if \((L, i, l)\) is a localization of \( M \), then for every \( a \in L \) we have \( i(l(i(a))) = i(a) \). Now since \( i \) is 1–1, it follows that \( l(i(a)) = a \). Therefore, \( l \) is a retract of the inclusion \( i \).

In fact, there is a 1–1 correspondence between localizations of \( M \) and retracts \( r \) of the inclusion \( i \) with the property \( a \leq r(a) \) for every \( a \in M \). Nuclei and localizations are in 1–1 correspondence for locales. This is parallel to the 1–1 correspondence between local operators and subtopoi in an elementary topos \([17, \text{P. 201, A.4.4.8}]\) (see also [2] for related topics). The same 1–1 correspondence also works for semilattices and Heyting algebras, as stated below.

**Proposition 6.** For a given \( M \in \mathcal{M} \) there exists a 1–1 correspondence between nuclei on \( M \) and localizations of \( M \).

**Proof (Sketch).** Given a nucleus \( j \), we have that \( M_j \) is a submonoid of \( M \) and the inclusion \( M_j \hookrightarrow M \) has \( j \) as a left exact left adjoint. Conversely, given a localization \((L, i, l)\), we have that \( i \circ l \) is a nucleus. Moreover, the two correspondences are inverse to each other. \( \square \)

**Proposition 7.** Suppose \( j \) is a nucleus on an implicative semilattice \( M \). Then \( M_j \) is an implicative subsemilattice of \( M \). If in addition \( M \) is a Heyting algebra, then \( M_j \) is also a Heyting algebra.

**Proof.** We show that \( j(j(a) \rightarrow j(b)) = j(a) \rightarrow j(b) \). The \( \geq \) side is obvious. For the \( \leq \) side observe that \( j(a) \land j(j(a) \rightarrow j(b)) = j(j(a)) \land j(j(a) \rightarrow j(b)) = j(j(a) \land (j(a) \rightarrow j(b))) \leq j(j(b)) = j(b) \).

Suppose \( M \) is a Heyting algebra. We denote by \( \lor \) the join in \( M \). Let also \( \bot \) denote the least element of \( M \). We show that \( j(a \lor b) = j(j(a) \lor j(b)) \). The \( \leq \) side is obvious. For the \( \geq \) side, since \( j \) is order-preserving, from \( a, b \leq a \lor b \) it follows that \( j(a), j(b) \leq j(a \lor b) \). Therefore, \( j(a) \lor j(b) \leq j(a \lor b) \), and so \( j(j(a) \lor j(b)) \leq j(j(a \lor b)) = j(a \lor b) \). Thus, the equality. Now define \( \lor \) and \( \bot \) on \( M_j \) by \( a \lor j(b) = j(a \lor b) \) and \( j(\bot) = j(\bot) \). Then \((M_j, \land, \rightarrow, \top)\) becomes an implicative semilattice, while \((M_j, \land, \lor, j, j, \top)\) becomes a bounded lattice. Therefore, \((M_j, \land, \lor, \rightarrow, \bot, \top)\) is a Heyting algebra. \( \square \)

**Remark 8.** For an implicative semilattice \( M \) and a nucleus \( j \) on \( M \) we point out that \( M_j \) is not only closed under \( \rightarrow \), but it satisfies a stronger condition; namely, \( a \in M \) and \( b \in M_j \) imply \( a \rightarrow b \in M_j \). Indeed, \( j(a \rightarrow b) \leq j(a) \rightarrow j(b) = j(a) \rightarrow b \leq a \rightarrow b \). Thus, \( j(a \rightarrow b) \leq a \rightarrow b \), and so the equality. Implicative subsemilattices of \( M \) satisfying this extra condition are called total \([18] \).

As a result we obtain that \( M_j \) is a total implicative subsemilattice of \( M \). However, there exist (infinite) total implicative subsemilattices of \( M \) that do not give rise to nuclei on \( M \). In fact, a total implicative subsemilattice \( T \) of \( M \) gives rise to a nucleus on \( M \) iff for each \( a \in M \), the set \( \{ t \in T \mid a \leq t \} \) has a least element \([19, \text{P. 12, Lem. 2.6}] \).

**Definition 9.**

(i) We call a variety \( \mathcal{V} \) of Heyting algebras nuclear if whenever \( A \in \mathcal{V} \) and \( j \) is a nucleus on \( A \), then \( A_j \in \mathcal{V} \).

(ii) We call \( \mathcal{V} \) a dense nuclear variety if whenever \( A \in \mathcal{V} \) and \( j \) is a dense nucleus on \( A \), then \( A_j \in \mathcal{V} \).

(iii) We call \( \mathcal{V} \) a locally dense nuclear variety if whenever \( A \in \mathcal{V} \) and \( j \) is a locally dense nucleus on \( A \), then \( A_j \in \mathcal{V} \).
As we pointed out earlier, every dense nucleus is locally dense, but not the other way around. Nevertheless, we have the following result.

**Theorem 10.** A variety of Heyting algebras is dense nuclear iff it is locally dense nuclear.

**Proof.** Suppose \( \mathcal{V} \) is a variety of Heyting algebras. It is clear that if \( \mathcal{V} \) is locally dense nuclear, then \( \mathcal{V} \) is dense nuclear. Conversely, suppose \( \mathcal{V} \) is dense nuclear, \( A \in \mathcal{V} \), and \( j \) is a locally dense nucleus on \( A \). We need to show that \( A_j \in \mathcal{V} \).

Let \( B = \downarrow (\neg j(\bot)) \). Define \( h : A \to B \) by \( h(a) = a \land \neg j(\bot) \). Then it is well known (see, e.g., [22, P. 138, Thm. 8.2]) that \( h \) is an onto Heyting algebra homomorphism. Thus, \( B \) is a homomorphic image of \( A \in \mathcal{V} \), and so \( B \in \mathcal{V} \).

Define \( j_B \) on \( B \) by \( j_B(b) = j(b) \land \neg j(\bot) \) for each \( b \in B \). Then it is routine to verify that \( j_B \) is a nucleus on \( B \). Moreover, \( j_B(\bot) = j(\bot) \land \neg j(\bot) = \bot \). Thus, \( j_B \) is dense. For \( a \in A \) we have

\[
j_B(h(a)) = j_B(a \land \neg j(\bot)) = j(a \land \neg j(\bot)) \land \neg j(\bot)
\]

\[
= j(a) \land j(\neg j(\bot)) \land \neg j(\bot) = j(a) \land \neg j(\bot)
\]

Therefore, \( h \) commutes with \( j \). Moreover, for \( j(a), j(b) \in A_j \) we have \( h(j(a)) = h(j(b)) \) implies \( j(a) \land \neg j(\bot) = j(b) \land \neg j(\bot) \). Thus, \( j(j(a) \land \neg j(\bot)) = j(j(b) \land \neg j(\bot)) \). So \( j(a) \land j(\neg j(\bot)) = j(b) \land j(\neg j(\bot)) \), and as \( j \) is locally dense, we obtain that \( j(a) = j(b) \). Therefore, \( A_j \) is isomorphic to \( B_j \).

Now \( B_j \in \mathcal{V} \) since \( B \in \mathcal{V} \), \( j_B \) is a dense nucleus on \( B \), and \( \mathcal{V} \) is dense nuclear. Consequently, \( A_j \in \mathcal{V} \), implying that \( \mathcal{V} \) is locally dense nuclear. \( \square \)

It is also clear that every nuclear variety is dense nuclear. The converse though is not true. We already observed at the end of Section 2 that there are cofinal subframe varieties that are not subframe. On the other hand, it is one of our main goals to show that a variety \( \mathcal{V} \) of Heyting algebras is a subframe variety iff \( \mathcal{V} \) is nuclear, and that \( \mathcal{V} \) is a cofinal subframe variety iff \( \mathcal{V} \) is dense nuclear, and so the result follows.

4. Duality for Heyting algebras with nuclei

For a nucleus \( j \) on a Heyting algebra \( A \) and \( S \) a subset of \( A \), let

\[
j^*(S) = \{a \in A : j(a) \in S\}.
\]

Let \( \mathcal{F} \) denote the (complete) lattice of filters of \( A \).

**Lemma 11.** \( j^* \) is a closure operator on \( \mathcal{F} \).

**Proof.** First we show that \( j^* \) is well-defined. If \( F \in \mathcal{F} \) and \( a, b \in j^*(F) \), then \( j(a), j(b) \in F \). So \( j(a \land b) = j(a) \land j(b) \in F \), and so \( a \land b \in j^*(F) \). Also, if \( a \in j^*(F) \) and \( a \leq b \), then \( j(a) \in F \) and \( j(a) \leq j(b) \).

Therefore, \( j(b) \in F \), so \( b \in j^*(F) \), and so \( j^* \) is well-defined. To see that \( j^* \) is increasing, \( a \in F \) implies \( j(a) \in F \). So \( a \in j^*(F) \), and so \( F \subseteq j^*(F) \). To see that \( j^* \) is idempotent, \( a \in j^*(j^*(F)) \) implies \( j(a) \in j^*(F) \). So \( j(j(a)) = j(a) \in F \), and so \( a \in j^*(F) \). Therefore, \( j^*(j^*(F)) \subseteq j^*(F) \). Finally, to see that \( j^* \) is order-preserving, if \( F \subseteq G \) and \( a \in j^*(F) \), then \( j(a) \in F \subseteq G \). So \( a \in j^*(G) \), and so \( F \subseteq G \) implies \( j^*(F) \subseteq j^*(G) \). \( \square \)

Let \( \mathcal{F}^* \) denote the (complete) lattice of fixed points of \( j^* \); that is \( \mathcal{F}^* = \{F \in \mathcal{F} : j^*(F) = F\} \). Let also \( \mathcal{F}_j \) denote the (complete) lattice of filters of \( A_j \).

**Theorem 12.** \( \mathcal{F}^* \) is isomorphic to \( \mathcal{F}_j \).

**Proof.** Define \( f : \mathcal{F}^* \to \mathcal{F}_j \) by \( f(F) = F \cap A_j \). It is obvious that \( f \) is a well-defined order-preserving map. Now define \( g : \mathcal{F}_j \to \mathcal{F}^* \) by \( g(G) = j^*(G) \). The same argument as in Lemma 11 implies that \( g \) is a well-defined order-preserving map. Moreover, for \( F \in \mathcal{F}^* \) and \( a \in A \), we have \( a \in g(f(F)) \Leftrightarrow j(a) \in f(F) \Leftrightarrow j(a) \in F \cap A_j \Leftrightarrow f(a) \in F \) if \( a \in j^*(F) = F \). Therefore, \( g(f(F)) = F \) for each \( F \in \mathcal{F}^* \). Furthermore, for \( G \in \mathcal{F}_j \) and \( b \in A_j \) we have \( b \in f(g(G)) \Leftrightarrow b \in g(G) \cap A_j \Leftrightarrow b \in g(G) \) if \( b = j(b) \in G \). Thus, \( f(g(G)) = G \) for each \( G \in \mathcal{F}_j \). It follows that \( \mathcal{F}^* \) is isomorphic to \( \mathcal{F}_j \). \( \square \)

Let \( \mathcal{P}\mathcal{F}^* \) be the set of prime filters of \( A_j \). Obviously \( \mathcal{P}\mathcal{F}^* \subseteq \mathcal{P}\mathcal{F}_j \subseteq \mathcal{P}\mathcal{F}_j \), and both \( \mathcal{P}\mathcal{F}^* \) and \( \mathcal{P}\mathcal{F}_j \) are ordered sets.
Corollary 13. $\mathcal{P}\mathcal{F}^*$ is isomorphic to $\mathcal{P}\mathcal{F}_j$.

Proof. By Theorem 12 it is sufficient to show that if $F \in \mathcal{P}\mathcal{F}^*$, then $f(F) \in \mathcal{P}\mathcal{F}_j$, and that if $G \in \mathcal{P}\mathcal{F}_j$, then $g(G) \in \mathcal{P}\mathcal{F}^*$. For $F \in \mathcal{P}\mathcal{F}^*$ and $a, b \in A_j$, if $a \lor b \in f(F)$, then $j(a \lor b) \in F \cap A_j$. Therefore, $a \lor b \in j^*(F) = F$, and as $F$ is prime in $A$, either $a \in F$ or $b \in F$. Thus, either $a \in f(F)$ or $b \in f(F)$, and so $f(F) \in \mathcal{P}\mathcal{F}_j$. For $G \in \mathcal{P}\mathcal{F}_j$ and $a, b \in A$, if $a \lor b \in g(G)$, then $j(a \lor b) \in G$. As $j(a \lor b) = j(j(a) \lor j(b))$ (see the proof of Proposition 7), $j(a \lor b) = j(a) \lor j(b)$. So $j(a \lor b) \in G$ implies $j(a) \lor j(b) \in G$, and since $G$ is prime in $A_j$, either $j(a) \in G$ or $j(b) \in G$. Thus, either $a \in g(G)$ or $b \in g(G)$, and so $g(G) \in \mathcal{P}\mathcal{F}^*$. □

Let $\mathbb{NA}$ denote the category whose objects are $(A, j)$ pairs, where $A$ is a Heyting algebra and $j$ is a nucleus on $A$, and whose objects are Heyting algebra homomorphisms that commute with $j$.

We will construct a category dually equivalent to $\mathbb{NA}$. For a binary relation $R$ on $X$ and $A \subseteq X$ let

$$R[A] = \{x \in X : \exists a \in A \text{ with } aRx\}$$

and

$$R^{-1}[A] = \{x \in X : \exists a \in A \text{ with } xRa\}.$$ 

If $R$ is a binary relation on $X$ and $Q$ is a binary relation on $Y$, then a map $f : X \to Y$ is called a $p$-morphism if (i) $xRy$ implies $f(x)Qf(y)$ and (ii) $f(x)Qz$ implies there exists $y$ with $xRy$ and $f(y) = z$.

Definition 14. Let $\mathbb{NS}$ denote the category whose objects are $(X, \leq, R)$ triples, where $(X, \leq)$ is a Heyting space and $R$ is a binary relation on $X$ such that

1. $xRy$ iff $(\exists z \in X)(zRz \& x \leq z \leq y)$,
2. $R[x]$ is closed for each $x \in X$,
3. $A \in \mathcal{CO}(X)$ implies $R^{-1}[A] \in \mathcal{CO}(X),$

and whose morphisms are continuous $p$-morphisms with respect to both $\leq$ and $R$.

Lemma 15. Suppose $(X, \leq, R)$ is an object of $\mathbb{NS}$. Then the following hold:

1. $xRy$ iff $(\exists z \in X)(xRz \& z \leq y)$ iff $(\exists z)(x \leq z \& zRy)$.
2. $xRy$ implies $x \leq y$.

Proof. (1) We show that $xRy$ iff $(\exists z \in X)(xRz \& z \leq y)$; that $xRy$ iff $(\exists z)(x \leq z \& zRy)$ can be shown similarly. If $xRy$, then $(\exists z \in X)(zRz \& x \leq z \leq y)$. So $xRz \leq y$. Conversely, suppose $(\exists z)(xRz \& z \leq y)$. Then $(\exists u)(uRu \& x \leq u \leq y)$. So $(\exists u)(uRu \& x \leq u \leq y)$, implying that $xRy$.

(2) Obvious. □

Theorem 16. $\mathbb{NA}$ is dually equivalent to $\mathbb{NS}$.

Proof. For $(A, j) \in \mathbb{NA}$ let $(A, j)_s = (X, \leq, R)$, where $(X, \leq) = A_s$ and $xRy$ iff $j^*(x) \leq y$.

Claim 17. $(A, j)_s \in \mathbb{NS}$.  

Proof. First we show that $xRy$ iff $(\exists z \in X)(xRz \& x \leq z \leq y)$. If $(\exists z \in X)(zRz \& x \leq z \leq y)$, then $j^*(z) = z$ and $x \leq z \leq y$. So $j^*(x) \leq j^*(z) = z \leq y$, and so $xRy$. Conversely, suppose that $xRy$. Then $j^*(x) \leq y$. Let $x_j = x \cap A_j$ and $I$ denote the ideal in $A_j$ generated by $(j(a) : a \notin y)$. If there exist $j(a_1), \ldots, j(a_n) \in \{j(a) : a \notin y\}$ such that $j(a_1) \lor \cdots \lor j(a_n) = x \cap A_j$, then $a_1 \lor \cdots \lor a_n \in y$, and as $y$ is prime, one of the $a_i$’s belongs to $y$, which is a contradiction. Therefore, $x_j \cap I = \emptyset$. So there exists a prime filter $\nabla$ in $A_j$ such that $x_j \subseteq \nabla$ and $\nabla \cap I = \emptyset$. Let $z = j^*(\nabla)$. By Corollary 13, $z$ is a prime filter of $A$. Moreover, $x \subseteq j^*(x) = j^*(x_j) \subseteq z = j^*(z) \subseteq y$. So $(\exists z \in X)(zRz \& x \leq z \leq y)$.

Furthermore, $y \in R[x]$ iff $xRy$ iff $j^*(x) \subseteq y$ iff (for each $a \in A)(j(a) \in x$ implies $a \in y$). Therefore, $R[x] = \bigcap \{\varphi(a) : x \in \varphi(j(a))\}$, implying that $R[x]$ is closed for each $x \in X$.

Next we show that $\varphi(j(a)) = -R^{-1} - \varphi(a)$. If $x \in \varphi(j(a))$, then $j(a) \in x$. So $xRy$ implies $a \in y$. Therefore, $xRy$ implies $y \in \varphi(a)$, and so $x \in -R^{-1} - \varphi(a)$. Conversely, if $x \notin \varphi(j(a))$, then $j(a) \notin x$. So $a \notin j^*(x)$. Therefore,
there exists a prime filter \( y \) such that \( j^*(x) \subseteq y \) and \( a \notin y \). Thus, there exists \( y \in X \) such that \( xRy \) and \( y \notin \varphi(a) \), implying that \( y \notin R^{-1} - \varphi(a) \).

Finally, since by Lemma 15 we have \( R^{-1}[Y] = R^{-1} \downarrow Y \) for each \( Y \subseteq X \), then for \( a, b \in A \), we obtain

\[
R^{-1}[\varphi(a) - \varphi(b)] = R^{-1} \downarrow (\varphi(a) - \varphi(b)) = R^{-1} - \downarrow (\varphi(a) - \varphi(b)) = R^{-1} - (\varphi(a) \rightarrow \varphi(b)) = \neg \varphi(j(a \rightarrow b))
\]

Now, if \( U \) is clopen, then \( U = \bigcup_{k=1}^{n} (\varphi(a_k) - \varphi(b_k)) \) for some \( a_k \)’s and \( b_k \)’s in \( A \). So

\[
R^{-1}[U] = R^{-1} \left[ \bigcup_{k=1}^{n} (\varphi(a_k) - \varphi(b_k)) \right] = \bigcup_{k=1}^{n} R^{-1}[\varphi(a_k) - \varphi(b_k)] = \bigcup_{k=1}^{n} \neg \varphi(j(a_k \rightarrow b_k)),
\]

and so \( R^{-1}[U] \) is clopen. □

For \( h \in \text{Hom}((A_1, j_1), (A_2, j_2)) \) we define \( h_\ast : (A_2)_\ast \rightarrow (A_1)_\ast \) by \( h_\ast(x) = h^{-1}(x) \).

Claim 18. \( h_\ast \in \text{Hom}((A_2, j_2)_\ast, (A_1, j_1)_\ast) \).

Proof. That \( h_\ast \in \text{Hom}((A_2)_\ast, (A_1)_\ast) \) follows from Theorem 1. It is left to be shown that \( h_\ast \) is a \( p \)-morphism with respect to \( R \). If \( x \in R_2y \), then \( j_2^*(x) \subseteq y \). So \( j_1^*(h^{-1}(x)) = h^{-1}(j_2^*(x)) \subseteq h^{-1}(y) \), and so \( h_\ast(x)R_1h_\ast(y) \). If \( h_\ast(x)R_1z \), then \( j_1^*(h^{-1}(x)) \subseteq z \). Let \( F \) be the filter generated by \( j_2^*(x) \cup h(z) \) and \( I \) be the ideal generated by \( A_2 - h(z) \). If \( F \cap I \neq \emptyset \), then there exist \( a \in j_2^*(x), b \in z, c \notin z \) such that \( a \wedge h(b) \leq h(c) \). Therefore, \( a \leq h(b \rightarrow c) \), and so \( j_2(a) \leq j_2(h(b \rightarrow c)) = h(j_1(b \rightarrow c)) \). It follows that \( h(j_1(b \rightarrow c)) \in x \), so \( j_1(b \rightarrow c) \in h^{-1}(x) \), and so \( b \rightarrow c \in j_1^*(h^{-1}(x)) \subseteq z \). This yields \( c \in z \), which is a contradiction. Consequently, \( F \) and \( I \) are disjoint. Therefore, there exists a prime filter \( y \) of \( A_2 \) with \( F \subseteq y \) and \( y \cap I = \emptyset \). For this \( y \in (A_2)_\ast \), we have that \( x \in R_2y \) and \( h_\ast(y) = z \). □

It follows that \( (-)_\ast : \mathbb{NA} \rightarrow \mathbb{NS} \) is a well-defined contravariant functor. Now for \( (X, \leq, R) \in \mathbb{NS} \) let \( (X, \leq, R)^\ast = (X^*, -R^{-1}-) \).

Claim 19. \( (X, \leq, R)^\ast \in \mathbb{NA} \).

Proof. That \( X^* \) is a Heyting algebra follows from Theorem 1, and that \(-R^{-1}-\) is a nucleus on \( X^* \) follows from Definition 14 and Lemma 15. □

For \( f \in \text{Hom}((X_1, \leq_1, R_1), (X_2, \leq_2, R_2)) \) we define \( f^* : (X_2)^* \rightarrow (X_1)^* \) by \( f^*(U) = f^{-1}(U) \).

Claim 20. \( f^* \in \text{Hom}((X_2, \leq_2, R_2)^*, (X_1, \leq_1, R_1)^*) \).

Proof. That \( f^* \in \text{Hom}(X_2^*, X_1^*) \) follows from Theorem 1, and that \( f^* \) preserves \(-R^{-1}-\) follows from \( f \) being a \( p \)-morphism with respect to \( R \). □

It follows that \( (-)^\ast : \mathbb{NS} \rightarrow \mathbb{NA} \) is a well-defined contravariant functor.

Claim 21. \( (-)^\ast \) and \( (-)^\ast \) yield a dual equivalence between \( \mathbb{NA} \) and \( \mathbb{NS} \).

Proof. For \((A, j) \in \mathbb{NA} \), it follows from Theorem 1 that \( \varphi : A \rightarrow A_\ast^\ast \) is a \( \mathbb{HA} \)-isomorphism, and it follows from the proof of Claim 17 that \( \varphi \) preserves \( j \). Thus, \((A, j) \) is isomorphic to \((A, j)^\ast_\ast \). For \((X, \leq, R) \in \mathbb{NS} \), it follows from Theorem 1 that \( \psi : X \rightarrow X^*_\ast \) defined by \( \psi(x) = \{U \in X^* : x \in U \} \) is a \( \mathbb{HS} \)-isomorphism. We show that \( xRy \) iff \( \psi(x)R^*_\ast \psi(y) \). Indeed, \( \psi(x)R^*_\ast \psi(y) \) iff \( \{U \in X^* : -R^{-1}-U \subseteq \psi(x) \} \subseteq \psi(y) \) iff \( \{U \in X^* : x \in -R^{-1}-U \} \subseteq \{U \in X^* : y \in U \} \). We show that the last condition is equivalent to \( xRy \). If \( xRy \) and
The following conditions are equivalent:

(i) Suppose \( x \in X \) with \( x \leq yRy \). By (i), there exists \( z \in X \) with \( y \leq zRz \). Thus, \( xRy \iff \psi(x)R^*_\psi(y) \), and so \((X, \leq, R)\) is \( \mathsf{NS} \)-isomorphic to \((X, \leq, R)^*\). \( \square \)

This finishes the proof. \( \square \)

Let \( \mathsf{DNA} \) denote the subcategory of \( \mathsf{NA} \) of those \((A, j)\) pairs, where \( j \) is a dense nucleus on \( A \), and let \( \mathsf{LDNA} \) denote the subcategory of \( \mathsf{NA} \) of those \((A, j)\), where \( j \) is a locally dense nucleus on \( A \). Clearly \( \mathsf{DNA} \) is a proper subcategory of \( \mathsf{LDNA} \).

Let also \( \mathsf{DNS} \) denote the subcategory of \( \mathsf{NS} \) of those \((X, \leq, R)\) triples, where for each \( x \in X \) there exists \( y \in X \) with \( x \leq yRy \), and let \( \mathsf{LDNS} \) denote the subcategory of \( \mathsf{NS} \) of those \((X, \leq, R)\) triples, where for each \( x, y \in X \) with \( xRx \leq y \) there exists \( z \in X \) with \( y \leq zRz \). Clearly \( \mathsf{DNS} \) is a proper subcategory of \( \mathsf{LDNS} \).

**Lemma 22.** Let \((X, \leq, R) \in \mathsf{NA}\).

1. The following conditions are equivalent:
   (i) \((\forall x \in X)(\exists y \in X)(x \leq yRy)\).
   (ii) \((\forall x \in \max X)(xRy)\).
   (iii) \(R^{-1}[X] = X\).

2. The following conditions are equivalent:
   (i) \((\forall x, y \in X)(xRy \leq y \rightarrow \exists z \in X : y \leq zRz)\).
   (ii) \((\forall x, y \in X)(xRy \leq y \rightarrow \exists z \in \max X : y \leq zRz)\).
   (iii) \(-R^{-1} - R^{-1}[X] = X\).

**Proof.** (1) \((i) \Rightarrow (ii)\) Suppose \( x \in \max X \). By (i), there exists \( y \in X \) with \( x \leq yRy \). But \( x \in \max X \) implies \( x = y \). Thus, \( xRx \).

(ii) \Rightarrow (iii) Clearly \( R^{-1}[X] \subseteq X \). Suppose \( x \in X \). Then there exists \( y \in \max X \) with \( x \leq y \). By (ii), \( yRy \). Thus, \( xRy \), and so \( x \in R^{-1}[\max X] \subseteq R^{-1}[X] \).

(iii) \Rightarrow (i) Suppose \( x \in X \). By (iii), there exists \( z \in X \) with \( xRz \).

Since \((X, \leq, R) \in \mathsf{NA}\), there exists \( y \in X \) with \( x \leq yRy \leq z \).

(2) \((i) \Rightarrow (ii)\) Suppose \( x, y \in X \) with \( xRx \leq y \). Then there exists \( z \in \max X \) with \( y \leq z \). So \( xRx \leq z \), and by (i), there exists \( w \in X \) with \( z \leq wRw \). But \( z = w \) as \( z \in \max X \). Therefore, \( y \leq zRz \).

(ii) \Rightarrow (iii) Clearly \(-R^{-1} - R^{-1}[X] \subseteq X \). Suppose \( x \in X \) and \( xRy \). Then there exists \( z \in X \) with \( x \leq zRz \leq y \). From \( zRz \leq y \), by (ii), it follows that there exists \( w \in \max X \) with \( y \leq wRw \). Thus, \( y \in R^{-1}[\max X] \subseteq R^{-1}[X] \), and so \( x \in R^{-1} - R^{-1}[X] \).

(iii) \Rightarrow (i) Suppose \( x, y \in X \) with \( xRx \leq y \). Then \( x \in X \) and \( xRy \), so by (iii), \( y \in R^{-1}[X] \). Therefore, there exists \( w \in X \) with \( yRw \). Thus, there exists \( z \in X \) with \( y \leq zRz \leq w \). \( \square \)

**Theorem 23.**

1. \( \mathsf{DNA} \) is dually equivalent to \( \mathsf{DNS} \).
2. \( \mathsf{LDNA} \) is dually equivalent to \( \mathsf{LDNS} \).

**Proof.** (1) It is sufficient to show that from \((A, j) \in \mathsf{DNA}\) it follows that \((A, j)^* \in \mathsf{DNS}\), and that from \((X, \leq, R) \in \mathsf{DNS}\) it follows that \((X, \leq, R)^* \in \mathsf{DNA}\). If \((A, j) \in \mathsf{DNA}\), then \(j(\perp) = \perp\). Let \((A, j)^* = (X, \leq, R)\).

Then
\[
R^{-1}[X] = R^{-1}[-\emptyset] = R^{-1} - \varphi(\perp) = -R^{-1} - \varphi(\perp) = -\varphi(j(\perp)) = -\varphi(\perp) = -\emptyset = X.
\]

Thus, \((A, j)^* \in \mathsf{DNS}\) by **Lemma 22**(1). Conversely, if \((X, \leq, R) \in \mathsf{DNS}\), then
\[
-R^{-1} - \emptyset = -R^{-1}[X] = -X = \emptyset.
\]

So \((X, \leq, R)^* \in \mathsf{DNA}\).
(2) It is sufficient to show that from \((A, j) \in \text{LDNA}\) it follows that \((A, j)_* \in \text{LDNS}\), and that from \((X, \leq, R) \in \text{LDNS}\) it follows that \((X, \leq, R)^* \in \text{LDNA}\). If \((A, j) \in \text{LDNA}\), then \(j(\bot) = \top\). Let \((A, j)_* = (X, \leq, R). \) Since \(R^{-1}[Y] = R^{-1} \downarrow Y\) for each \(Y \subseteq X\), we have

\[
-R^{-1} - R^{-1}[X] = -R^{-1} - R^{-1}[\emptyset] = -R^{-1} - R^{-1} - \varphi(\bot) \\
= -R^{-1}[\varphi(j(\bot))] = -R^{-1} \downarrow \varphi(j(\bot)) \\
= -R^{-1} - \downarrow \varphi(j(\bot)) = -R^{-1} - \varphi(\neg j(\bot)) \\
= \varphi(j(\neg j(\bot))) = \varphi(\top) = X.
\]

Thus, \((A, j)_* \in \text{LDNS}\) by Lemma 22(2). Conversely, suppose \((X, \leq, R) \in \text{LDNS}\). Then again by Lemma 22(2),

\[
\varphi(\neg j(\bot)) = -R^{-1} - \varphi(\neg j(\bot)) = R^{-1} - \downarrow \varphi(j(\bot)) \\
= R^{-1} \downarrow \varphi(j(\bot)) = R^{-1} \varphi(j(\bot)) \\
= R^{-1} - R^{-1} - \varphi(\bot) = R^{-1} - R^{-1}[\emptyset] \\
= R^{-1} - R^{-1}[X] = X = \varphi(\top).
\]

So \((X, \leq, R)^* \in \text{LDNA}\). \(\square\)

**Remark 24.** We conclude this section by comparing our triples \((X, \leq, R)\) to Goldblatt frames [13]. A *Goldblatt frame* is a triple \((X, \leq, R)\) such that \((X, \leq)\) is a poset and \(R\) is a binary relation on \(X\) with (i) \(x \leq y \Rightarrow x R z \Rightarrow x R z\), (ii) \(x R y \Rightarrow x \leq y\), and (iii) \(x R y \Rightarrow (\exists z \in X)(x R z R y)\). It follows from Definition 14 and Lemma 15 that our triples are Goldblatt frames. The converse however is not true in general. Let \(Q\) denote the set of rational numbers. Then \((Q, \leq, <)\) is a Goldblatt frame, but it does not satisfy (1) of Definition 14 because for no \(r \in Q\) we have that \(r < r\). On the other hand, if every Goldblatt frame is a Heyting space that satisfies (2) and (3) of Definition 14, then it is one of our triples. To see this it is sufficient to verify (1) of Definition 14. Let \(x R y\). We show that there exists \(z\) with \(x \leq z R z \leq y\). If \(x R z\), then we let \(z = x\), and by (ii) obtain that \(x \leq x R x \leq y\). Suppose \(x R x\), and consider a maximal \(R\)-chain \(C\) in the interval \([x, y]\). Then the family \(\{R[x], R^{-1}[\emptyset]\}_{c \subseteq C}\) has the finite intersection property, and by compactness of \(X\), there exists \(z \in R[x] \cap \bigcap_{c \subseteq C} R^{-1}[\emptyset]\). Obviously \(x R z R y\). By (iii), there exists \(w\) such that \(x R w R z\). Since \(C\) is a maximal chain and \(x R x\), we have \(w = z\). Thus, \(z R z\) and by (ii) we have \(x \leq z R z \leq y\).

5. Subframe = nuclear

For \((A, j) \in \text{NA}\) let \(X\) denote the dual space of \(A, X_j\) denote the dual space of \(A_j\), and \(X^* = \{x \in X : j^*(x) = x\}\). We view \(X^*\) as a subspace of \(X\) with the subspace topology.

**Lemma 25.** \(X^*\) is homeomorphic to \(X_j\).

**Proof.** Let \(f : X^* \rightarrow X_j\) and \(g : X_j \rightarrow X^*\) be the same as in Theorem 12. It follows from Corollary 13 that \(f\) and \(g\) establish a 1–1 correspondence between \(X^*\) and \(X_j\). It remains to show that both \(f\) and \(g\) are continuous. For \(a \in A_j\) let \(\varphi_j(a) = \{x \in X_j : a \in x\}\).

**Claim 26.** For each \(a \in A\) we have that \(f^{-1}(\varphi_j(j(a))) = \varphi(a) \cap X^*\).

**Proof.** Since \(j^*(x) = x\) for each \(x \in X^*\), we have:

\[
x \in f^{-1}(\varphi_j(j(a))) \iff f(x) \in \varphi_j(j(a)) \iff j(a) \in x \cap A_j \iff a \in x \iff x \in \varphi(a) \cap X^*. \square
\]

Let \(U\) be a basic open of \(X_j\). Then \(U = \bigcup_{k=1}^n (\varphi_j(j(a_k)) - \varphi_j(j(b_k)))\) for some \(a_k\)’s and \(b_k\)’s in \(A\). Therefore,
For each $a$ there is a $y$, such that $g(y) \in \varphi(a) \cap X^*$, and that $g(y) \notin \varphi(a)$.

Theorem 28. Suppose $X$ is a Heyting space.

(1) There is a 1–1 correspondence between subframes of $X$ and binary relations $R \subseteq X^2$ such that $(X, \leq, R) \in \text{NS}$. 
(2) There is a 1–1 correspondence between cofinal subframes of $X$ and $R \subseteq X^2$ such that $(X, \leq, R) \in \text{LDNS}$. 

Proof. (1) For a subframe $S$ of $X$ we define $R_S$ on $X$ by $x R_S y$ iff $(\exists s \in S)(x \leq s \leq y)$. We show that $(X, \leq, R_S) \in NS$. Since $s \in S$ iff $s R_S s$, we have that $x R_S y$ iff $(\exists s \in S)(x \leq s \leq y)$. Moreover, $y \in R_S[x]$ iff $x R_S y$ iff $(\exists s \in S)(x \leq s \leq y)$ iff $(\exists s \in S)(s \in \uparrow x \land y \in \uparrow s)$. Therefore, $R_S[x] = \uparrow(S \cap \uparrow x)$, and so $R_S[x]$ is closed for each $x$ in $X$. Furthermore, for $A \in CO(X)$, $x \in R_S^{-1}[A]$ iff $(\exists y \in A)(x R_S y)$ iff $(\exists y \in A)(\exists s \in S)(x \leq s \leq y)$ iff $x \in \downarrow(S \cap \downarrow A)$. Therefore, $R_S^{-1}[A] = \downarrow(S \cap \downarrow A)$, and as $S \cap \downarrow A$ is a clopen downset of $S$, we obtain that $R_S^{-1}[A] = \overline{CO}(X)$. It follows that $(X, \leq, R_S) \in NS$.

For $(X, \leq, R) \in NS$ let $(A, j) = (X, \leq, R)^*$ and let $X_j$ be the dual space of $A$. We set $S_R = \{x \in X : x R\}$, and equip $S_R$ with the subspace topology. It follows from Lemma 25 that $S_R$ is homeomorphic to $X_j$. Thus, $S_R$ is a closed subspace of $X$. Moreover, since $S_R$ is a Heyting space, $A \in CO(S_R)$ implies $\downarrow A \cap S_R \in CO(S_R)$. Let $B$ be a clopen downset of $X$ such that $\downarrow A \cap S_R = B \cap S_R$. Then $\downarrow A = (\downarrow A \cap S_R) = (\downarrow B \cap S_R) = (\downarrow B \cap \downarrow S_R) = R^{-1}[B] \in CO(X)$. Thus, by Lemma 2, $S_R$ is a subframe of $X$.

For $x, y \in X$, $x R_S y$ iff $(\exists s \in S_R)(x \leq s \leq y)$ iff $(\exists s \in X)(x \leq s R_S y)$ iff $x R_S y$. Therefore, $R = R_S$. Finally, $x \in S_R$ iff $x R_S x$ iff $(\exists s \in S)(x \leq s \leq x)$ iff $(\exists s \in S)(s = s)$ iff $x \in S$. Thus, $S = S_R$. This completes the proof of (1).

(2) It is sufficient to show that if $S$ is a cofinal subframe of $X$, then $(X, \leq, R_S) \in LDNS$, and that if $(X, \leq, R) \in LDNS$, then $S_R$ is cofinal in $X$. For the former, suppose $S$ is a cofinal subframe of $X$ and $x R_S x \leq y$. Then $x \in S$ and $x \leq y$. Since $S$ is cofinal, there exists $z \in S$ with $y \leq z$. So $y \leq z R_S z$, and so $(X, \leq, R_S) \in LDNS$. For the latter, suppose $x \in S_R$ and $x \leq y$. Then $x R_S x \leq y$. Since $(X, \leq, R) \in LDNS$, there exists $z \in X$ with $y \leq z R_S z$. Because $z R_S z$, we have $z \in S_R$. Therefore, there exists $z \in S_R$ with $y \leq z$, implying that $S_R$ is cofinal in $X$. □

Corollary 29. Suppose $V \subseteq HA$ is a variety of Heyting algebras.

(1) $V$ is subframe iff $V \subseteq HA$ is nuclear.

(2) The following conditions are equivalent:

(i) $V$ is cofinal subframe.

(ii) $V$ is locally dense subframe.

(iii) $V$ is dense subframe.

Proof. (1) For a Heyting algebra $A$ and a nucleus $j$ on $A$, let $X$ denote the dual space of $A$ and $X_j$ denote the dual space of $A_j$. Also, for $R \subseteq X^2$ such that $(X, \leq, R) \in NS$, let $j_R$ denote the corresponding nucleus on $A$. Then using Theorems 16 and 28(1) we obtain that $V$ is subframe iff for each $A \in V$ and each subframe $S$ of $X$ we have $S^* \in V$ iff for each $A \in V$ and each $R \subseteq X^2$ such that $(X, \leq, R) \in NS$ we have $A_{j_R} \in V$ iff for each $A \in V$ and each nucleus $j$ on $A$ we have $A_j \in V$ iff $V$ is nuclear.

(2) That (i) is equivalent to (ii) follows along the same lines as (1), but uses Theorems 23(2) and 28(2) instead of Theorems 16 and 28(1), respectively. That (ii) is equivalent to (iii) follows from Theorem 10. □

6. The lattice $N(A)$

In this section we investigate the lattice $N(A)$ of nuclei of a Heyting algebra $A$ using the duality developed in the previous two sections. We obtain rather simple dual proofs of several useful theorems about $N(A)$. Some of these are well known from the literature, but our approach appears to be novel.

Let $A$ be a Heyting algebra and $N(A)$ denote the set of all nuclei on $A$. We partially order $N(A)$ by

$$j \leq k \quad \text{iff} \quad j(a) \leq k(a) \quad \text{for each} \quad a \in A.$$ 

Then $N(A)$ is a bounded meet semilattice, where $(j \land k)(a) = j(a) \land k(a), \top(a) = \top, \text{and } \bot(a) = a \text{ for each } a \in A$ (see [3, Section 3] and [19, Section 2]).

Let $X$ be the dual space of $A$ and let $SF(X)$ denote the set of all subframes of $X$. Obviously $SF(X)$ is partially ordered by set inclusion.

Theorem 30. $N(A)$ is dually isomorphic to $SF(X)$.

Proof. For each $j \in N(A)$, let $S_j = \{x \in X : j^*(x) = x\}$. By Theorem 28(1), $S_j \in SF(X)$ and $j \mapsto S_j$ establishes a 1–1 correspondence between $N(A)$ and $SF(X)$. To see that this 1–1 correspondence is a dual isomorphism, let $j \leq k$ and $x \in S_k$. Then $k^*(x) = x$. If $a \in j^*(x)$, then $j(a) \leq x$. So $k(a) \leq x$, and so $a \in x$. Therefore, $j^*(x) = x,$
implying that \( x \in S_j \). Thus, \( S_k \subseteq S_j \). Conversely, suppose \( S_k \subseteq S_j \). We identify \( A \) with \( X^* \). Then for \( Y \subseteq X^* \) we have \( S_k \cap \downarrow Y \subseteq S_j \cap \downarrow Y \). So \( (S_k \cap \downarrow Y) \subseteq (S_j \cap \downarrow Y) \), and so \( -\downarrow (S_j \cap \downarrow Y) \subseteq -\downarrow (S_k \cap \downarrow Y) \). Thus, \( j \leq k \), and \( N(A) \) is dually isomorphic to \( SF(X) \). □

**Corollary 31.** Under the above dual isomorphism we have:

(i) \( S_{j \wedge k} = S_j \cup S_k \).

(ii) \( S_T = \emptyset \).

(iii) \( S_\bot = X \).

**Proof.** (i) It is easy to verify that \( (j \wedge k)^*(x) = j^*(x) \cap k^*(x) \) for each \( x \in X \). Therefore, \( x \in S_{j \wedge k} \iff (j \wedge k)^*(x) = x \iff j^*(x) \cap k^*(x) = x \iff j^*(x) = x \) or \( k^*(x) = x \) iff \( x \in S_j \cup S_k \). Thus, \( S_{j \wedge k} = S_j \cup S_k \).

(ii) That \( S_T = \emptyset \) follows from \( \top^*(x) \neq x \) for each \( x \in X \).

(iii) That \( S_\bot = X \) follows from \( \bot^*(x) = x \) for each \( x \in X \). □

**Theorem 32.** Under the above dual isomorphism, clopens of \( X \) correspond to complemented elements of \( N(A) \).

**Proof.** Let \( S \) be a clopen subset of \( X \). Then \( \neg S \) is also clopen. We consider the nuclei \( j_S \) and \( j_{-S} \) on \( X^* \). If \( j_T \subseteq j_S \), \( j_{-S} \), then \( S, -S \subseteq T \), so \( T = X \), and so \( j_T \) corresponds to \( \bot \); and if \( j_S, j_{-S} \subseteq j_T \), then \( T \subseteq S, -S \), so \( T = \emptyset \), and so \( j_T \) corresponds to \( \top \). Thus, \( j_S \) and \( j_{-S} \) correspond to complemented elements of \( N(A) \). □

As an immediate consequence of **Theorem 32** we obtain the following corollary.

**Corollary 33.**

1. \( N(A) \) is a Boolean algebra \iff \( SF(X) = \complement \).  
2. If \( A \) is finite, then \( N(A) \) is a Boolean algebra.  

**Proof.** (1) \( N(A) \) is a Boolean algebra \iff every element of \( N(A) \) is complemented \iff every subframe of \( X \) is clopen \iff \( SF(X) = \complement \).

(2) If \( A \) is finite, then \( SF(X) = \complement \), and so \( N(A) \) is a Boolean algebra by (1). □

The nuclei \( u_a = a \lor (-) \), \( v_a = a \rightarrow (-) \), and \( w_a = (-) \rightarrow a \rightarrow a \) play an important role in the algebraic theory of nuclei \([3, 19, 16]\). In the next theorem we give their dual characterization.

**Theorem 34.**

1. \( S_{u_a} = -\varphi(a) \).
2. \( S_{v_a} = \varphi(a) \).
3. \( u_a \) and \( v_a \) are complemented elements of \( N(A) \).
4. \( S_{w_a} = \max(-\varphi(a)) \).

**Proof.** (1) Observe that \( x \in S_{u_a} \iff u_a^*(x) = x \iff (\forall b)(a \lor b \in x \Rightarrow b \in x) \iff a \notin x \iff x \in -\varphi(a) \). Therefore, \( S_{u_a} = -\varphi(a) \).

(2) Observe that \( x \in S_{v_a} \iff v_a^*(x) = x \iff (\forall b)(a \rightarrow b \in x \Rightarrow b \in x) \iff a \in x \iff x \in \varphi(a) \). Therefore, \( S_{v_a} = \varphi(a) \).

(3) (Follows immediately from (1), (2), and **Theorem 32**.)

(4) Observe that \( x \in S_{w_a} \iff w_a^*(x) = x \iff (\forall b)((b \rightarrow a) \rightarrow a \in x \Rightarrow b \in x) \). We show that the last condition is equivalent to \( x \in \max(-\varphi(a)) \). Suppose \( x \in \max(-\varphi(a)) \) and \( (b \rightarrow a) \rightarrow a \in x \). We need to show that \( b \in x \). For each \( y \in X \), from \( x \leq y \) and \( y \in \varphi(b \rightarrow a) \) it follows that \( y \in \varphi(a) \). Thus, \( x \notin \varphi(a) \) implies \( x \notin \varphi(b \rightarrow a) \). Therefore, there exists \( z \in X \) with \( x \leq z , z \in \varphi(b) \), and \( z \notin \varphi(a) \). From \( x \in \max(-\varphi(a)) \) it follows that \( x = z \). Thus, \( b \in x \). Conversely, suppose \( x \notin \max(-\varphi(a)) \). We need to find \( b \in A \) such that \( (b \rightarrow a) \rightarrow a \in x \), but \( b \notin x \).

---

1 For complete \( A \), a purely algebraic criterion for \( N(A) \) to be a Boolean algebra can be found in \([3, \text{P. 7, Thm. 2}]\) (see also \([19, \text{P. 17, Thm. 3.9}]\)). However, that criterion cannot be generalized to arbitrary Heyting algebras.

2 For a purely algebraic proof see \([19, \text{P. 11, Cor. 2}]\).

3 For an algebraic proof see \([3, \text{P. 5, Lem. 8}]\).
If $x \in \varphi(a)$, then $(\bot \rightarrow a) \rightarrow a = a \in x$, but $\bot \notin x$. Therefore, we can assume that $x \in \neg \varphi(a)$. But then since $x \notin \operatorname{max}(\neg \varphi(a))$, there exists $b \in A$ such that $x \notin \varphi(b)$ and $\operatorname{max}(\neg \varphi(a)) \subseteq \varphi(b)$. We claim $x \in \varphi((b \rightarrow a) \rightarrow a)$. Suppose $x \leq y$ and $y \in \varphi(b \rightarrow a)$. If $y \notin \varphi(a)$, then there exists $z \in \operatorname{max}(\neg \varphi(a))$ with $y \leq z$. So $z \in \varphi(b)$ and $z \notin \varphi(a)$, which implies that $y \notin \varphi(b \rightarrow a)$, a contradiction. Therefore, $y \in \varphi(a)$. So $x \in \varphi((b \rightarrow a) \rightarrow a)$ and $x \notin \varphi(b)$. Thus, there exists $b \in A$ with $(b \rightarrow a) \rightarrow a \in x$, but $b \notin x$. Consequently, $x \in S_{u_a}$ iff $x \in \operatorname{max}(\neg \varphi(a))$, and so $S_{u_a} = \operatorname{max}(\neg \varphi(a))$. \hfill \square

We conclude this section by giving simple dual proofs of several well-known theorems about nuclei on Boolean algebras. For algebraic proofs see [3, P. 5, Cor. 1] and [19, P. 8, Cor. 1].

**Theorem 35.** Let $B$ be a Boolean algebra.

(1) $N(B)$ is isomorphic to $B$.

(2) Every nucleus on $B$ is of the form $u_{j(\bot)}$.

(3) The only dense nucleus on $B$ is the identity map.

**Proof.** (1) Let $B$ be a Boolean algebra with the dual Stone space $X$, and let $j$ be a nucleus on $B$. Since $\leq$ is simply $\subseteq$ on $X$, we have that $\operatorname{SF}(X) = \operatorname{CO}(X)$. Therefore, as $B$ is isomorphic to $\operatorname{CO}(X)$ and $N(B)$ is isomorphic to $\operatorname{SF}(X)$, we obtain that $N(B)$ is isomorphic to $B$.

(2) Since $R \subseteq \{(x, x) : x \in X\}$, we have $S_R = R^{-1}[X]$, and so

$$-R^{-1} - \emptyset = -R^{-1}[X] = -S_R.$$ 

Thus, for $a \in B$ we have

$$\varphi(j(a)) = -R^{-1} - \varphi(a) = -\downarrow(S_R \cap \downarrow - \varphi(a))$$

$$= -\downarrow(S_R \cap - \varphi(a)) = -S_R \cup \varphi(a) = -R^{-1} - \emptyset \cup \varphi(a)$$

$$= -R^{-1} - \varphi(\bot) \cup \varphi(a) = \varphi(j(\bot)) \cup \varphi(a) = \varphi(j(\bot) \wedge a).$$

Therefore, $j(a) = a \vee j(\bot)$, and so every nucleus on $B$ is of the form $u_{j(\bot)}$.

(3) If $j$ is dense, then by (2), $j(a) = a \vee j(\bot) = a \vee \bot = a$. \hfill \square

7. The finite model property

In this section we show that every nuclear and dense nuclear variety is generated by its finite members. It will follow that every subframe and cofinal subframe variety is generated by its finite members.

We already know that if $M$ is an implicative semilattice and $a \in M$, then $w_a = ((\neg) \rightarrow a) \rightarrow a$ is a nucleus on $M$, and that if $j$ and $k$ are two nuclei on $M \in \mathcal{M}$, then $j \wedge k$ is also a nucleus on $M$. Moreover, if both $j$ and $k$ are dense, then $(j \wedge k)(\bot) = j(\bot) \wedge k(\bot) = \bot$. So $j \wedge k$ is also dense.

**Proposition 36.** Let $A$ be a Heyting algebra and let $M \hookrightarrow A$ be a finite implicative subsemilattice of $A$. Define $j : A \rightarrow A$ by

$$j(a) = \bigwedge_{m \in M} ((a \rightarrow m) \rightarrow m) = \bigwedge_{m \in M} w_m(a).$$

Then (i) $j$ is a nucleus on $A$; (ii) $j(m) = m$ for each $m \in M$; (iii) $j$ is dense iff $\bot \in M$; (iv) $M$ is a Heyting subalgebra of $A_j$.

**Proof.** (i) and (ii) are obvious; for (iii), $j(\bot) = \bot$ iff $\bigwedge M = \bot$ iff $\bot \in M$; for (iv), it follows from (ii) that $M \subseteq A_j$. Since $M$ is an implicative semilattice, $\top \in M$ and $M$ is closed under $\wedge$ and $\rightarrow$. For $a, b \in M$ observe that

$$j(a \vee b) = \bigwedge_{m \in M} (((a \vee b) \rightarrow m) \rightarrow m)$$

$$= \bigwedge_{m \in M} (((a \rightarrow m) \wedge (b \rightarrow m)) \rightarrow m) \in M \quad \text{as } a \rightarrow m, \ b \rightarrow m \in M.$$

So $M$ is closed under $\vee_j$. Also, $j(\bot) = \bigwedge M \in M$. Therefore, $\bot \in M$, and so $M$ is a Heyting subalgebra of $A_j$. \hfill \square
Corollary 37.
(1) If \( \mathbb{V} \) is a nuclear variety, \( A \in \mathbb{V} \), and \( M \) is a finite implicatible subsemilattice of \( A \), then \( M \in \mathbb{V} \).
(2) If \( \mathbb{V} \) is a dense nuclear variety, \( A \in \mathbb{V} \), and \( M \) is a finite implicatible subsemilattice of \( A \) such that \( \bot \in M \), then \( M \in \mathbb{V} \).

Proof. (1) By Proposition 36, there is a nucleus \( j \) on \( A \) such that \( M \) is a Heyting subalgebra of \( A_j \). Since \( \mathbb{V} \) is nuclear, \( A_j \in \mathbb{V} \). Therefore, \( M \in \mathbb{V} \).

(2) Let \( j \) be the same as above. Since \( \bot \in M \), by Proposition 36, \( j \) is a dense nucleus on \( A \) and \( M \) is a Heyting subalgebra of \( A_j \). Since \( \mathbb{V} \) is dense nuclear, \( A_j \in \mathbb{V} \). Therefore, \( M \in \mathbb{V} \).

Theorem 38.
(1) If \( \mathbb{V} \) is a nuclear variety, then \( \mathbb{V} \) is generated by its finite members.
(2) If \( \mathbb{V} \) is a dense nuclear variety, then \( \mathbb{V} \) is generated by its finite members.

Proof. (1) is a consequence of (2).

(2) Suppose \( p(t_1, \ldots, t_n) = q(s_1, \ldots, s_m) \) is not an identity of \( \mathbb{V} \). Then there exist \( A \in \mathbb{V} \) and an assignment \( v \) of \( t_1, \ldots, t_n \) and \( s_1, \ldots, s_m \) into \( A \) such that \( v(p(t_1, \ldots, t_n)) \neq v(q(s_1, \ldots, s_m)) \). So

\[
p^A(v(t_1), \ldots, v(t_n)) \neq q^A(v(s_1), \ldots, v(s_m)).
\]

Let \( M \) denote the implicatible subsemilattice of \( A \) generated by \( \bot \) and all the subpolynomials of \( p^A(v(t_1), \ldots, v(t_n)) \) and \( q^A(v(s_1), \ldots, v(s_m)) \). By Diego’s Theorem, \( M \) is a finite implicatible subsemilattice of \( A \) such that \( \bot \in M \). By Corollary 37(2), \( M \in \mathbb{V} \). Moreover, if for \( a, b \in M \) we have \( a \lor b \in M \), then by Proposition 36,

\[
a \lor_M b = a \lor j b = f(a \lor b) = a \lor b.
\]

Therefore, \( p^M(v(t_1), \ldots, v(t_n)) \neq q^M(v(s_1), \ldots, v(s_m)) \), and so \( p(t_1, \ldots, t_n) = q(s_1, \ldots, s_m) \) is refuted on a finite member of \( \mathbb{V} \).

Corollary 39 ([11,25]).
(1) If \( \mathbb{V} \) is a subframe variety, then \( \mathbb{V} \) is generated by its finite members.
(2) If \( \mathbb{V} \) is a cofinal subframe variety, then \( \mathbb{V} \) is generated by its finite members.

Proof. Apply Corollary 29 and Theorem 38.

8. Another characterization

In this section we give an algebraic proof of Zakharyaschev’s theorem that \( \mathbb{V} \subseteq \mathbb{HA} \) is a subframe variety iff \( \mathbb{V} \) is axiomatized by \( (\land, \to) \)-identities, and that \( \mathbb{V} \) is a cofinal subframe variety iff \( \mathbb{HA} \) is axiomatized by \( (\bot, \land, \land, \to) \)-identities.

For \( K \subseteq \mathbb{HA} \) a class of Heyting algebras, let \( \mathbf{H}(K) \) denote the class of all homomorphic images and \( \mathbf{S}(K) \) denote the class of all subalgebras of the members of \( K \). Also, let \( \mathbf{H}(\land, \to)(K) \) and \( \mathbf{S}(\land, \to)(K) \) denote the classes of all \( (\land, \to) \)-homomorphic images and \( (\land, \to) \)-subalgebras of the members of \( K \), and \( \mathbf{H}(\land, \land, \to)(K) \) and \( \mathbf{S}(\land, \land, \to)(K) \) denote the classes of all \( (\bot, \land, \to) \)-homomorphic images and \( (\bot, \land, \to) \)-subalgebras of the members of \( K \). Since \( (\land, \to) \)-homomorphic images of implicatible semilattices are determined by filters [21,18], we have that \( \mathbf{H}(K) = \mathbf{H}(\land, \to)(K) = \mathbf{H}(\land, \land, \to)(K) \).

Now we give a slight generalization of the Jankov formulas [14,24]. Let \( A \) be a Heyting algebra. It is well known (see, e.g., [1, P. 179, Thm. 5]) that \( A \) is subdirectly irreducible iff \( A - \{ \top \} \) has a greatest element, denoted by \( c \). Suppose \( A \) is a finite subdirectly irreducible Heyting algebra. With each \( a \in A \) we associate a propositional letter \( p_a \), and define

\[
\chi(A) = \left( \bigwedge_{a,b \in A} (p_{a \land b} \leftrightarrow (p_a \land p_b)) \right) \land \left( \bigwedge_{a,b \in A} (p_{a \to b} \leftrightarrow (p_a \to p_b)) \right) \rightarrow p_c
\]
and
\[
\chi(A, \bot) = \left[ \bigwedge_{a, b \in A} \left( p_{a \land b} \leftrightarrow (p_a \land p_b) \right) \land \bigwedge_{a, b \in A} \left( p_{a \rightarrow b} \leftrightarrow (p_a \rightarrow p_b) \right) \land \bigwedge_{a \in A} \left( p_{\neg a} \leftrightarrow \neg p_a \right) \right] \rightarrow p_c
\]

The following is a straightforward generalization of [14,24].

**Proposition 40.** Suppose \( A \) is a finite subdirectly irreducible Heyting algebra and \( B \) is an arbitrary Heyting algebra. Then:

1. The identity \( \chi(A) = \top \) is satisfied on \( B \) iff \( A \notin S(\land, \rightarrow)H(B) \).
2. The identity \( \chi(A, \bot) = \top \) is satisfied on \( B \) iff \( A \notin S(\bot, \land, \rightarrow)H(B) \).

**Theorem 41.**

1. \( \forall \subseteq HA \) is a nuclear variety iff \( \forall \) is axiomatized by \((\land, \rightarrow)\)-identities.
2. \( \forall \) is a dense nuclear variety iff \( \forall \) is axiomatized by \((\bot, \land, \rightarrow)\)-identities.

**Proof.**

(1) Suppose \( \forall \) is axiomatized by \((\land, \rightarrow)\)-identities, \( A \in \forall \), and \( j \) is a nucleus on \( A \). Let \( \Phi \) denote the set of \((\land, \rightarrow)\)-identities axiomatizing \( \forall \). Then \( \Phi \) is satisfied on \( A \). By Proposition 7, \( A_j \) is an implicative subsemilattice of \( A \). Therefore, \( \Phi \) is satisfied on \( A_j \). Thus, \( A_j \in \forall \), and so \( \forall \) is nuclear. Conversely, suppose \( \forall \) is a nuclear variety. Let \( K \) denote the class of all finite non-isomorphic subdirectly irreducible Heyting algebras that are not in \( \forall \). For \( A \) a finite Heyting algebra and \( B \) an arbitrary Heyting algebra, since \( \forall \) is nuclear, from \( B \in \forall \) and \( A \in S(\land, \rightarrow)H(B) \) it follows that \( A \in \forall \) (see Corollary 37). Therefore, by Proposition 40, \( B \in \forall \) implies that \( \{ \chi(A) = \top : A \in K \} \) is satisfied on \( B \). Thus, \( \forall \subseteq HA + \{ \chi(A) = \top : A \in K \} \). Moreover, the finite subdirectly irreducible algebras of \( \forall \) and \( HA + \{ \chi(A) = \top : A \in K \} \) coincide. Since we already showed that varieties axiomatized by \((\land, \rightarrow)\)-identities are nuclear, it follows from Theorem 38 that \( HA + \{ \chi(A) = \top : A \in K \} \) is generated by its finite members.\(^4\) Therefore, \( \forall = HA + \{ \chi(A) = \top : A \in K \} \), which implies that \( \forall \) is axiomatized by \((\land, \rightarrow)\)-identities.

(2) is proved similarly. \( \square \)

**Corollary 42.**

1. The following conditions are equivalent:
   (i) \( \forall \subseteq HA \) is a subframe variety.
   (ii) \( \forall \subseteq HA \) is a nuclear variety.
   (iii) \( \forall \) is axiomatized by \((\land, \rightarrow)\)-identities.

2. The following conditions are equivalent:
   (i) \( \forall \subseteq HA \) is a cofinal subframe variety.
   (ii) \( \forall \subseteq HA \) is a dense nuclear variety.
   (iii) \( \forall \) is axiomatized by \((\bot, \land, \rightarrow)\)-identities.

We point out that the equivalence between the model-theoretic condition (i) and the logical condition (iii) is well known [25,26]; the further equivalence with condition (ii) provides a purely algebraic characterization of subframe and cofinal subframe logics.
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